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Abstract
Recommendation systems have recently been put into

practical uses in e-commerce web sites. In these systems,
collaborative filtering (CF) is often used. Recommenda-
tion by CF is based on only user’s ratings, and does not
use information of attributes with respect to items. On
the other hand, content-based filtering uses similarity of
content information of items, for recommendation, rather
than the user’s ratings. Recently several “hybrid” meth-
ods have been proposed; those methods make recommen-
dations by utilizing both the rating and content informa-
tion about items. For published datasets, we can often use
additional demographic information which typically rep-
resents status of users such as ages and occupations. In
this study, we combine two types of probabilistic models,
the aspect model and the naive Bayes model to deal with
the rating, content and demographic information in a uni-
fied manner. In our model, content and demographic infor-
mation given the rating is represented by the naive Bayes
model and a distribution of the rating is represented by the
aspect model. When applying the proposed method to the
“MovieLens” dataset, the proposed method improves the
prediction performance compared with the aspect model.

1 Introduction

Recommendation systems have recently been put into
practical uses in various application domains. Such appli-
cations include, for example, recommendation of books or
movies on some e-commerce web sites [1]. In these sys-
tems, collaborative filtering (CF) is used as a key technique
to realize effective recommendation of items for users. In
general, CF recommends an item for a target user by utiliz-
ing observed ratings given by other users whose rating pat-
tern is similar to that of the target user. Such an approach
to CF is contrastive to another popular approach for recom-
mendation, content-based filtering, which does not employ
other users’ ratings but use additional content information

about the items. While the original CF method utilizes only
ratings for items, recently several “hybrid” methods of col-
laborative filtering and content-based filtering, have also
been proposed; the hybrid methods incorporate additional
content information into the framework of CF.

While the CF methods cannot make appropriate recom-
mendation for a new item until the new item is rated by
a substantial number of users, the “hybrid” methods can
predict the rating by utilizing the content-related informa-
tion and hence make a recommendation. In many practical
situations, however, we can additionally use users’ demo-
graphic information, which represents user’s age, occupa-
tions and contextual situation such as seasons, day or night,
and locations. These additional demographic information,
if available, can also be useful for further improvement of
performance of CF. Currently, however, little has been re-
ported on such an attempt to incorporate such information
within a unified manner.

In this study, we investigate a way of combining such
additional information which is available in realistic con-
texts of recommendation applications, and develop a uni-
fied framework. For this purpose, we combine two types
of probabilistic generative models: the aspect model and
the naive Bayes model. The aspect model is a probabilistic
mixture model for CF, which has latent classes and asso-
ciates co-occurrences among users, items and ratings with
a set of latent variables. The naive Bayes is one of the
basic techniques for feature-based classification, assuming
a simple generative model in which each feature depends
only on a target variable to be estimated, i.e., the rating
variables in our context. By applying the aspect model
as a prior distribution of the rating variable in the naive
Bayes model, we then propose a novel model which can
incorporate additional information into the framework of
CF in a natural manner. In section 2, we briefly introduce
the related model: the aspect model [5] in which the col-
laborative filtering is extended with a probabilistic model,
and the naive Bayes model. In section 3, our novel model
is described, and then, an experiment with the MovieLens
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dataset is done in section 4.

2 Traditional Methods

First, we describe basic settings and notations. LetI be
a number of items andU be a number of users. We as-
sume that there is a rating matrixR which is anI ×U ma-
trix and whose component each represents a rating value
ri,u ∈ {1, · · · ,K} for an itemi ∈ {1, · · · , I} voted by
a useru ∈ {1, · · · , U}. In practical situations, a large
part of R is not observed and then a part ofR is avail-
able as a dataset. LetV = {(i, u)|ri,u is observed} be
a set of indexes of observed ratings inR. We denote
V = {ri,u|(i, u) ∈ V} andṼ = {ri,u|(i, u) /∈ V} as sets
of observed and unobserved ratings, respectively. In addi-
tion to the rating informationV , we assume that content in-
formationC = {ci}I

i=1 for items and demographic infor-
mationD = {du}U

u=1 for users are available. Here, letci,
a vector of lengthL, correspond to the content information
associated with the itemi andci,l ∈ {1, · · · , Sl} be thel-th
component ofci, and letdu, a vector of lengthH, corre-
spond to the demographics information associated with the
useru. Theh-th componentdu,h of du is in {1, · · · , Th}.

2.1 Aspect Model

Hofmannet al. [5] proposed a probabilistic generative
model for collaborative filtering, based on the probabilis-
tic latent semantic analysis, or the aspect model [4]. The
model basically assumes a mixture model for rating vari-
ablesri,u, and the mixing rate varies over users. While
being different from original formulation, the generative
model of rating variables can be given as follows. Letzu

be an indicator of the latent class associated with useru.
Then, the joint distribution ofri,u andzu is given as

p(ri,u, zu|θi, φu) = p(zu|φu)p(ri,u|zu,θi),

p(zu|φu) =
M∏

m=1

[φu,m]δ(zu,m),

p(ri,u|zu,θi) =
M∏

m=1

K∏
k=1

[
θ
(m)
i,k

]δ(ri,u,k)δ(zu,m)
,

whereθi = {θ(m)
i,k ; k = 1, · · · ,K,m = 1, . . . ,M} and

φu = {φu,m; m = 1, · · · , M} are sets of model param-
eters which define distributions. Note thatφu,m repre-
sents a probability that a useru belongs to a latent class
m, andθ

(m)
i,k is the probability of ratingri,u being equal to

k when the itemi under the latent classm. We thus as-
sume

∑M
m=1 φu,m = 1 and

∑K
k=1 θ

(m)
i,k = 1 are satisfied.

δ(a, b) is the Kronecker’s delta function, which takes one
for a = b, or zero otherwise.

Given a datasetV , this model can be trained by the
Expectation-Maximization (EM) algorithm [3].

2.2 Feature-based Rating Estimation

In the naive Bayes model for content-based filtering [2],
each component ofci is assumed to be independently gen-
erated given the ratingri,u. Given a prior distribution of
rating,p(ri,u), the joint distribution ofri,u andci is writ-
ten as

p(ri,u, ci) = p(ri,u)
L∏

l=1

p(ci,l|ri,u). (1)

Provided that no additional information is available, the
rating value is estimated simply by maximizing its poste-
rior distribution:

p(ri,u|ci) ∝ p(ri,u)
L∏

l=1

p(ci,l|ri,u),

which can be easily calculated.

3 Unified approach

In addition to the items’ content information, the users’
demographic information is sometimes available. We also
use the additional information to estimate the rating in the
same way as in the content-based filtering. Assuming a
naive Bayes model again, the joint distribution ofdu and
the ratingri,u can be written as

p(ri,u, du) = p(ri,u)
H∏

h=1

p(du,h|ri,u), (2)

with a specification of prior distribution,p(ri,u). Further-
more, we can integrate the two naive Bayes models to es-
timate the rating based on both of the content and demo-
graphic information. Unifying equations (1) and (2), we
can formulate the joint distribution over these variables as

p(ci, du, ri,u) = p(ri,u)
L∏

l=1

p(ci,l|ri,u)
H∏

h=1

p(du,h|ri,u).

(3)

The posterior distribution ofri,u can again be readily cal-
culated to estimate the rating based on the two kinds of
information. Equation (3) contains a prior distribution of
p(ri,u), which is usually assumed as non-informative in
the context of content-based (or demographic) filtering, by
reflecting the lack of knowledge about the distribution of
rating. When one consideres the use of collaborative filter-
ing, however, the rating distribution of each user is actually
modeled by utilizing the relationship to other users. Based
on this fact, we present our main idea of this study: in order
to integrate the collaborative and feature-based approaches
for rating estimation, we use the aspect model as the prior
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distribution of rating variables in the naive Bayes model.
The joint distribution of all the variables of interest, then,
is given as

p(ci, du, ri,u, zu|θi,φu, τ , ω)

= p(zu|φu)p(ri,u|zu, θi)
L∏

l=1

p(ci,l|ri,u, τl)
H∏

h=1

p(du,h|ri,u,ωh).

(4)

where τ = {τl}L
l=1 and ω = {ωh}H

h=1. Here τl =
{τ (k)

l,s ; s = 1, · · · , Sl, k = 1, . . . ,K} andωh = {ω(k)
h,t ; t =

1, · · ·Th, k = 1, · · · ,K} are sets of parameters describing
each component of (4) as

p(ci,l|ri,u, τl) =
K∏

k=1

Sl∏
s=1

·
τ

(k)
l,s

¸δ(ci,l,s)δ(ri,u,k)

,

p(du,h|ri,u, ωh) =
K∏

k=1

Th∏
t=1

·
ω

(k)
h,t

¸δ(du,h,t)δ(ri,u,k)

.

Note thatτ (k)
l,s represents a probability that the contentci,l

becomess when the itemi is rated ask, and ω
(k)
h,t is a

probability that the demographicsdu,h becomest when the

useru votes the ratingk. Then, we have
∑Sl

s=1 τ
(k)
l,s = 1

and
∑Th

t=1 ω
(k)
h,t = 1. According to the EM algorithm, we

can estimate these parameters by maximizing the following
free energy.

F [q(Ṽ ,z), θ,φ, τ,ω] =
〈

log
p(R,z,C,D|θ,φ, τ,ω)

q(Ṽ , z)

〉
q(Ṽ ,z)

,

(5)

wherep(R,z,C,D|θ,φ, τ,ω) is the likelihood for com-
plete data. We assumeq(Ṽ ,z) =

∏U
u=1 q(Ṽu, zu) where

Ṽu is a set of unobserved ratings of the useru. The E-step
and M-step are written as follows.

[E-step]: Let θ̂, φ̂, τ̂ and ω̂ be the estimated param-
eters in the previous step. We maximize theF with re-
spect toq(Ṽ ,z) with the fixed parameterŝθ, φ̂, τ̂ and
ω̂. Consequently, forri,u ∈ Ṽu, we obtainq̂(ri,u, zu) =

q̂(ri,u|zu)q̂(zu) where

q̂(ri,u = k|zu) ∝ exp(β(k,m, ci, du)),
q̂(zu = m) ∝ exp(α(m, ci, du)),

β(k,m, ci,du) = log θ̂
(m)
i,k

+
L∑

l=1

Sl∑
s=1

δ(ci,l, s) log τ̂
(k)
l,s +

H∑
h=1

Th∑
t=1

δ(du,h, t) log ω̂
(k)
h,t ,

α(m, ci, du) = log φ̂u,m

+
∑
i∈Vu

K∑
k=1

δ(ri,u, k) log θ̂
(m)
i,k +

∑
i/∈V

γ(m, ci, du)),

γ(m, ci, du) = log
K∑

k=1

exp(β(k,m, ci, du)).

[M-step]: Update parametersφ, θ, τ andω as to maxi-
mize the free energyF for the fixedq̂(Ṽ ,z) as

φ̂u,m = q̂(zu),

θ̂
(m)
i,k ∝

U∑
u=1

〈
δ(ri,u, k)δ(zu,m)

〉
,

τ̂
(k)
l,s ∝

I∑
i=1

δ(ci,l, s)
U∑

u=1

〈
δ(ri,u, k)

〉
,

ω̂
(k)
h,t ∝

U∑
u=1

δ(du,h, t)
I∑

i=1

〈
δ(ri,u, k)

〉
,

where〈
δ(ri,u, k)δ(zu,m)

〉
=

{
q̂(zu)δ(ri,u, k) if (i, u) ∈ V
q̂(zu)q̂(ri,u|zu) if (i, u) /∈ V,

〈
δ(ri,u, k)

〉
=

{
δ(ri,u, k) if (i, u) ∈ V
q̂(ri,u) if (i, u) /∈ V.

By repeating above two steps until (5) converges, we ob-
tain the estimated parametersθ̂, φ̂, τ̂ andω̂. By plugging
those parameters into (4), we can calculate the posterior
distribution of ratingri,u for the itemi given content and
demographic information for the useru. The distribution
of the rating given additional information,ci and du, is
written as

p(ri,u|ci, du) ∝
M∑

m=1

p(zu|φ̂u)p(ri,u|zu, θ̂i)

×
L∏

l=1

p(ci,l|ri,u, τ̂l)
H∏

h=1

p(du,h|ri,u, ω̂h),

and we predict the rating̃ri,u as

r̃i,u = arg maxri,u
p(ri,u|ci,du).
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4 Experiments

4.1 Datasets

We examined prediction performance of the rating of
the proposed method by comparing with the traditional as-
pect model for collaborative filtering. In experiments, we
used a part of the MovieLens dataset which was collected
by the GroupLens project [6]. We selected a part of the
dataset for the rating matrixR which contains information
of 50 users and100 items, in which83% of ratings is miss-
ing. We randomly selected70% of rating data from the
rating matrixR and used it as a training datasetV , and
remained30% of rating data were used as a test dataset
Ṽ . Test performances were measured by the prediction ac-
curacy for the test dataset̃V . We setK = 5, I = 100,
U = 10, L = 19 andH = 3.

4.2 Evaluation Criteria

For performance evaluation, we culculated the mean ab-
solute error (MAE) of the predicted rating̃ri,u from the
actual ratingri,u:

1
n

∑
(i,u)∈W

∣∣r̃i,u − ri,u

∣∣,
whereW is a set of arbitary indexes andn is the number
of components included inW. The smaller MAE value
implies better performance.

4.3 result

Figure 1 shows the average of 10 trials of the MAE
scores for the training datasetV , against various values
of M , the number of latent classes. We observed that bet-
ter performance was attained at a largerM value by both
of the methods. Figure 2 shows the average of MAE for
the test dataset, and we observe that the proposed method
outperformed the aspect model. Note that the averaged test
MAE increases for a large value ofM , while the training
MAE decreases; this implies over-fitting of the proposed
method to the training dataset.

5 Conclusions

We proposed a probabilistic method for collaborative
filtering based on the aspect model and the naive Bayes
model. In our model, information of item-content and user-
demographic is integrated in a unified manner. In an exper-
iment with a synthetic dataset which was obtained from a
realistic benchmark one, we observed that such integration
of information effectively worked, and then the proposed
method outperformed the traditional method.
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Figure 1: MAE for the training data, The number of users and
items are 50 and 100, respectively
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Figure 2: MAE for the test data, The number of users and items
are 50 and 100, respectively
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